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Abstract of the contribution: This contribution updates solution 6.16: Enhancements to support Deterministic Services so 5GS QoS for TSN can be requested and supported within the 5GS.   It also clarifies the exposure of delay parameters needed for deterministic flow schedule computations.

[bookmark: _Hlk514274591]1	Discussion
The current solution describes enhancements to 5GS QoS framework to support capabilities essential for deterministic services, including support for TSN.  It aligns with the model where the 5GS is considered a TSN bridge or a link within a CNC configured TSN network.  Deterministic networking is achieved on all bridge interfaces using CNC provided Gate Parameters, which stipulate when each bridge will transmit frames associated with an identified stream.  Gate times are derived for each bridge in the network, including the 5GS bridge, using 802.1Qcc, 802.1Qbv or other TSN protocols that are out-of-scope of 3GPP. At the proscribed Gate Time, a pre-defined set of resources within a bridge will be available for transmission of frames for a stream.  To support this in the 5GS, Minimum Delay and Maximum Delay attributes have been suggested to define the frame delay through the 5G Bridge, and these delays are exposed so functions (AFs) external to the 5G Bridge, so a CNC or similar function can calculate end-to-end path schedules.   What has not yet been discussed is how an AF can configure the 5GS with TSN-like gate schedules that result from path calculations in a CNC or other element outside of the 5GS, and how these schedules may be applied within the 5GS.
We note that the 5GS can only expose delays and configure scheduled transmissions for the 5GS and its components, which comprises the network between the UE and N6 reference points, and between the N60 and N6 reference points if the UE reports its residence delay to the NGS.   Components of the 5G Bridge outside of the 5GS that operate in the control plane, such as Translators, may, if needed, adjust 5GS exposed delays and received CNC schedules to account for user plane propagation delays in the 5GS Bridge user plane components (such as the Translator user plane) that are outside the 5GS (see Solution 8, figure 6.8-1).  
2	Solution Enhancements
[bookmark: _Hlk528959151][bookmark: _GoBack]It is proposed that 5GS QoS will support gate schedules on Uu.  This permits lower latency and jitter than other approaches as contention for air-interface resources is eliminated at the exact time those resources are needed for deterministic traffic.   New QoS parameters for the gate schedules are modelled on TSN gate functionality defined in IEEE 801.1Qbv: Enhancements for Scheduled Traffic,  and are intended to allow 5G QoS to similarly schedule deterministic flows on the air-interface. It has been discussed in RAN2 that knowledge of offset and periodicity of TSC flows will be important to properly leverage SPS/CG mechanisms to optimize spectral efficiency of deterministic periodic traffic. 
For each TSC flow, 5GS QoS parameters should include:
a. [bookmark: _Hlk530400939]CycleTime: The transmission interval as defined in TR 22.804. This specifies when resources should be periodically reserved for a QoS flow
b. CycleStartTime: Indicates the clock start time for executing the transmission schedule for a QoS flow. E.g. states when the first payload of the first cycle arrives (at the latest) at the ingress of the communication system.
c. Time-domain associated with TSC QoS Parameters
d. [bookmark: _Hlk530407291]Flow Direction (uplink and/or downlink)
To further control gate schedules, jitter, and bandwidth reservation on Uu, additional new QoS parameters may be considered in the normative specification. The development of QoS parameters in the normative phase should be aligned with findings for scheduling enhancements in RAN2. CycleStartTime may be defined for the N60 interface, with the UE reporting its residence delay to the NGS so adjustments can be made for Uu secheduling, or CycleStartTime may be defined directly for the Uu interface.
Gate schedules may be requested via an AF.  How the AF calculates these schedules is out-of-scope of 3GPP    
Additional Main Principles for QoS
The main principles for configuring the 5GS to support QoS for deterministic traffic are the following:
· 5G QoS is to support a transmission and reception on Uu at times specified by a Gate Schedule.  The Gate Schedule contains a CycleStartTime and Cycle Time that specify when resources are periodically reserved for a QoS flow.
· Gate Schedules are to be enforced for the Uu interface (uplink and downlink).    A Gate Schedule has a specified clock start time (CycleStartTime) and a fixed period for Tx/Rx on Uu.
· An AF may request TSC QoS and provide a Gate Schedule.  The AF provided Gate schedule applies to the Uu interface for downlink and/or uplink streams.   
· It is out-of-scope for 3GPP how the AF, or other function (eg: CNC) determines Gate Schedules, but 802.1Qcc, 802.1Qbv and other IEEE TSN related protocols may be used to learn, the end-to-end user plane topology, including that of the 5GS and the 5G TSN Bridge and read delay related managed objects.
· The RAN will control the UE uplink transmission schedule. Hence UE uplink Gate Schedules are provided to the NG-RAN via 5G QoS
[image: ]
Figure 2 - TSC Configuration of the NGS by a TSC Config. AF

Figure 2 illustrates the process of configuring the 5GS to support low latency deterministic networking within the 5GS. TSC Config. configures the 5GS with a deterministic schedule for use in the 5G-AN.   TSC Config. appears as a 3GPP Application Function (AF) to the PCF/NEF, and may be in a Translator, a CNC or other function capable of providing gate schedules for deterministic traffic. 5GS QoS for TSN may be setup using existing mechanisims, for example via PDU Session Modification of a PDU Session setup by the UE for carrying the TSC flows.   
Note that by using Gate Schedules on Uu the NGS can support lower latency and jitter than would otherwise be possible, allowing exposure to the CNC of lower 5G Bridge delay times.
References from RAN2 papers for introducing new QoS Parameters:
RAN2 tdoc from Qualcomm (R2-1816722):
“Proposal 2: RAN2 should send an LS to SA2 including the following:
- RAN2 has agreed that “in order to perform better admission control and scheduling, RAN should be made aware of offset (with respect to master clock in TSN system) and period for a QoS flow associated with a TSN flow”.
- RAN2 requests SA2 to assess the feasibility and if possible provide offset (with respect to master clock in TSN system) and period for a QoS flow associated with a TSN flow to RAN.”
RAN2 tdoc from Ericsson (R2-1817174): 
“It goes without saying that, to better utilize configured grants, network should be aware of the traffic pattern in terms of packet arrival interval, offset, packet size, and etc”
“as summarized in TR 22.804 ‎[2], two noteworthy characteristics of communication in automation are: periodicity and determinism. Determinism here means that the delay of message delivery is bounded, whereas periodicity means that the same message is generated every specific period (or cycle time).”.
=====================================================================================
We proposed to capture the following solution in TR 23.734.
[bookmark: _Hlk520730635]*** Start Change ***
6.16	Solution #16: Enhancements to support Deterministic Services
6.16.1	Description
[bookmark: _Toc509873782][bookmark: _Toc509905232][bookmark: _Toc512502576][bookmark: _Toc512502623]This is a solution proposal for Key Issue #3. This solution proposes enhancement needed to 5G System in order to support deterministic services that require guarantee packet delivery within a "bounded time window".
Implication of Deterministic services (TSN) on 5G System:
In the strictest case where a message arrives at the 5GS guaranteed at a defined time instance and has to be delivered at another defined time instance, the relevant QoS parameter to support this message may be a fixed, exact delay value (with very tight lower and upper bound around that target delay value). Note this value can be split between UE (using a buffer) and the rest of the 5GS in the downlink direction. A generalized view of a possible requirement for a deterministic traffic flow is shown in Figure 1. In case the arrival time is only defined within a certain time window, but the message has to be delivered at a defined time instance, a fixed, exact delay value cannot capture the varying delay that has to be achieved in order to deliver the message correctly. The equivalent allowed delay (both minimum and maximum) for the TSC system can be calculated provided that the allowed egress jitter (e.g. size of egress time window) is equal to or larger than the ingress jitter. If not, a maximum delay can be derived and the TSC system may need an internal “hold-and-forward” function (at the UPF over N6 for UL and at the UE over N60 for DL as an option) to meet the requirements of the egress window. In this case, the exact delay that has to be achieved by 5GS can only be calculated after the message has been received. 
5GS TSC System 
In: 
TSC 
flow x, 
message m, bridge port y  
[ 
timin
(
x,m
) 
; 
timax
(
x,m
) ]
Out: 
TSC 
flow x, 
message m, bridge port  z
[ 
to
min
(
x,m
) ; 
tomax
(
x,m
) 
]

Figure 31 - Example of deterministic data flow X (TSN example) defined by a window at both ingress (reception) and egress (transmission) side. 
In case the arrival time and the reception time both are defined with bounded time windows, the 5GS can calculate the resulting delay budget window after the message reception and may use the delay budget window for e. g. diversity, possibly considering the multiplexing of several such message streams. 
For TSN, it should be noted that above framework applies for both the link and the bridge model. In the link model, to be recognized as a well-functioning link there are some strict requirements for the 5GS that can be derived and can be mapped to a similar model (jitter, delay but consistent for all data flows). For the bridge model, configurations such as seen above are provided directly by the configuration system, i.e. the CNC, and are specific to a certain data flow (e.g. TSN flow).
3GPP Network needs to be able to deliver the capabilities expected by TSN system. Following requirements have to be supported:
· Enforcement of QoS requirements for deterministic services within a 3GPP network. TSN is one example of deterministic services.
· QoS profile parameters needed for deterministic services, in general (with TSN as one example). 
· Enablers to identify whether it is TSN traffic or not.
· Ability to properly handle TSN traffic e.g. scheduling, dropping of delayed packets
6.16.2	Main Principles
This solution has the following main components in order to meet the requirements mentioned and deliver the capabilities expected by TSN system:
· Exposure of 3GPP Network capabilities to applications requiring deterministic services (e.g. TSN bridge, specifically TSN CNC)
· Enhancements to 5GS QoS framework in order to support the capabilities essential for deterministic services (i.e. QoS characteristics that are needed for applications such as TSN).
· Hold and Forward Buffer to provide deterministic and time sensitive communication services (TSC), 5GS must have inherent means to time-gate TSC QoS flows in terms of both ingress (defined as either N6 or N60 interfaces) and egress (defined as either N6 or N60 interfaces) arrival and departure times.
[bookmark: _Hlk529352006][bookmark: _Hlk529357139]Exposure of 3GPP Network capabilities:

Following principles are proposed:
· 3GPP network should support derivation of TSN Bridge Delay managed object attributes (independentDelayMin/Max and dependentDelayMin/Max) for a 3GPP Bridge based on 3GPP attributes, e.g., QoS flow packet delay budget (PDB) values, GFBR, and the MDBV indicated in the QoS profile. Mapping of 3GPP attributes to TSN capabilities could happen in the SMF or PCF and the exposure of capabilities towards TSN Bridge can happen via NEF (if it is an untrusted AF) or SMF/PCF (in case of trusted AF).
· Once the schedules for specific TSN streams are received by the CNC and the session is established, the 3GPP Bridge needs to be able to deliver previously exposed QoS characteristics
· To overcome the time dependencies of the wireless network, it may be beneficial to expose the 3GPP bridge’s capabilities as a function of the characteristics of the data flows to serve. Such characteristics should include at least the arrival time of the messages, but could also be conditioned on the message size, message periodicity, among other parameters. 
· When exposing the capabilities to the CNC, report worst-case performance (e.g. maximum possible window delay for packet transmission).
When deterministic services such as TSN is supported, Centralized Network Configuration (CNC), expects detailed information on the capabilities of the underlying network including bridge latencies as defined in IEEE P802.1Qcc[xx], before a path for a stream is set up by TSN.
· TSN Bridge Delay managed object contains frame length-related attributes per tuple (ingress port, egress port, traffic class):
· independentDelay Min/Max – incurred bridge delay independent of the frame size (typically in ns)
· dependentDelay Min/Max - incurred bridge delay per base volume (typically in ps per byte)
[bookmark: _Hlk529352214][bookmark: _Hlk529357224][bookmark: _Hlk529352237]Thus, the 3GPP network5GS Bridge (when it acts as a bridge for the TSN system) needs to expose the same set of parameters like a regular Bridge towards the CNC, particularly, “Bridge Delay” managed object, independentDelay Min/Max, dependentDelay Min/Max parameters.




Figure 6.16.2-1 Exposure of QoS capabilities towards TSN CNC
[bookmark: _Hlk529351977][bookmark: _Hlk529357073]-	The maximum value of delay attributes is needed for exposing the time duration within which the packet is guaranteed to be available at the egress port of the 3GPP bridge. This value can be used by the CNC to derive the maximum E2E (talker to listener) delay that can occur during the transmission of a packet. In the worst case, the maximum E2E delay is summation of all link delays and maximum delay values of all bridges on the path from listener to talker. However, in some of the bridges, that the packet pass through, the packets shall incur delay much smaller than the maximum value. This needs to be utilized in order to transmit the packets as soon as available. 
-	The minimum values of delay attributes define earliest possible time instant at which the packet can arrive at the egress port relative to the arrival time of the packet at the ingress port. Delay minimum values influence the lower end of the time window at the egress port. 5GS shall expose the delay minimum values as precise as possible so that it gives room for CNC to optimize the schedule and minimize the E2E delay. Consider the following cases: 1) If 5GS reports Delaymin = Delaymax, then the schedule computed by CNC will result in the worst case E2E delay. 2) If 5GS reports Delaymin < ActualDelaymin, the egress port is unnecessarily reserved for some time during which the packet will never arrive. Hence, it is necessary to derive the correct Delaymin and expose it to the CNC.
-	We note that the 5GS can only expose delays and configure scheduled transmissions for the 5GS and its components, which comprises the network between the UE and N6 reference points.   Components of the 5G Bridge outside of the 5GS that operate in the control plane, such as Translators, may, if needed, adjust 5GS exposed delays and received CNC schedules to account for user plane propogation delays in the 5GS Bridge user plane components (such as the Translator user plane) that are outside the 5GS (see Solution 8, figure 6.8-1). 
Enhancements to 5GS QoS framework:
It is proposed that 5GS QoS will support gate schedules on Uu.  This permits lower latency and jitter than other approaches as contention for air-interface resources is eliminated at the exact time those resources are needed for deterministic traffic.   New QoS parameters for the gate schedules are modelled on TSN gate functionality defined in IEEE 801.1Qbv: Enhancements for Scheduled Traffic,and are intended to allow 5G QoS to similarly schedule deterministic flows on the air-interface. It has been discussed in RAN2 that knowledge of offset and periodicity of TSC flows will be important to properly leverage SPS/CG mechanisms to optimize spectral efficiency of deterministic periodic traffic. E.g. for each TSC flow, 5GS QoS parameters should include:
a. CycleTime: The transmission interval as defined in TR 22.804. This specifies when resources should be periodically reserved for a QoS flow
b. CycleStartTime: Indicates the clock start time for executing the transmission schedule for a QoS flow. E.g. states when the first payload of the first cycle arrives (at the latest) at the ingress of the communication system.
c. Timing Domain:   Identifies the Timing Domain associated with TSC QoS Parameters
d. Flow Direction (uplink and/or downlink)
Editor’s note: To further control gate schedules, jitter, and bandwidth reservation on Uu, additional new QoS parameters may be considered in the normative specification. The RAN may need to handle multiple time domains as discussed in other solutions (eg: 6.11), and it should be studied in the normative phase how the time domain is represented in 5GS. The development of QoS parameters in the normative phase should be aligned with findings for scheduling enhancements in RAN2.  It is for further study if CycleStartTime should be defined for the N60 interface, with the UE reporting its residence delay to the NGS so adjustments can be made for Uu secheduling, or whether CycleStartTime is defined directly for the Uu interface.
Gate schedules may be requested via an AF. 
The AF requested Gate schedule should specify transmission times on the Uu interface for downlink and uplink streams. The AF may determine the uplink Uu gate schedule from the transmit time of the talker end-station or connected bridge, adjusted for UE uplink internal processing / residence delay.   The downlink schedule may be similarly determined from the required 5GS transmit time, adjusted by the downlink UE processing delay. These calculations are outside of the scope of 3GPP.   

Following are the principles proposed:
· Introduce new QoS resource type category in order to support applications requiring deterministic QoS. This helps differentiate the traffic and QoS characteristics (e.g. time bound, absolute time reference, low latency scheduled transmissions) needed for TSN type applications.
· Introduce new 5QI for such TSN traffic. This helps define appropriate standardized QoS characteristics (attributes and values) for such applications.
· Introduce following QoS parameter as part of QoS profile in order to support TSN traffic.
· 
· 5G QoS is to support a transmission and reception on Uu at times specified by CycleStartTime and Periodicity. 
· The CycleStartTime and Periodicity are to be enforced for the Uu interface (uplink and downlink).  CycleStartTime has a specified clock start time and Periodicity provides a fixed period for Tx/Rx on Uu.
· An AF may request TSC QoS and provide CycleStartTime and Periodicity.  The AF provided Gate schedule applies to the Uu interface for downlink and uplink streams.   
· It is out-of-scope for 3GPP how the AF, or other function (eg: CNC) determines CycleStartTime and Periodicity, but 802.1Qcc, 802.1Qbv and other IEEE TSN related protocols may be used to learn, the end-to-end user plane topology, including that of the 5GS and the 5G TSN Bridge and read delay related managed objects.
· [image: ]
Figure 1: TSC Configuration of the 5GS by an AF

Figure 1 illustrates the process of configuring the 5GS to support low latency deterministic networking within the 5GS. TSC Config. configures the 5GS with a deterministic schedule for use in the 5G-AN.  TSC Config. appears as a 3GPP Application Function (AF) to the PCF/NEF, and may be in a Translator, a CNC or other function capable of providing gate schedules for deterministic traffic. 5GS QoS for TSN may be setup using existing mechanisims, for example via PDU Session Modification of a PDU Session setup by the UE for carrying the TSC flows.   
Note that by using Gate Schedules on Uu the 5GS can support lower latency and jitter than would otherwise be possible, allowing exposure to the CNC of lower 5G Bridge delay times.
Expected DelayMin - defines earliest possible time instant at which the packet can arrive at the egress port relative to the arrival time of the packet at the ingress port.
Expected DelayMax – defines latest possible time instant at which the packet can arrive at the egress port relative to the arrival time of the packet at the ingress port. This is similar to PDB as in 5GS QoS framework already.Editor’s note: additional QoS parameters needed is FFS.
[bookmark: _Hlk527541949]-	The ExpectedDelayMax is needed for exposing the time duration within which the packet is guaranteed to be available at the egress port of the 3GPP bridge. This value can be used by the CNC to derive the maximum E2E (talker to listener) delay that can occur during the transmission of a packet. In the worst case, the maximum E2E delay is summation of all link delays and DelayMax values of all bridges on the path from listener to talker. However, in some of the bridges, that the packet pass through, the packets shall incur delay much smaller than the DelayMax. The time windows defined at the ingress port and egress ports offers the flexibility to transmit the packets as soon as available. Furthermore, the time windows of different streams shall overlap, which enables multiplexing other packets while waiting for a specific packet to be arrived.
-	The ExpectedDelayMin defines earliest possible time instant at which the packet can arrive at the egress port relative to the arrival time of the packet at the ingress port. DelayMin influences the lower end of the time window at the egress port. 5GS shall expose the DelayMin as precise as possible so that it gives room for CNC to optimize the schedule and minimize the E2E delay. Consider the following cases: 1) If 5GS reports Delaymin = Delaymax, then the schedule computed by CNC will result in the worst case E2E delay. 2) If 5GS reports Delaymin < ActualDelaymin, the egress port is unnecessarily reserved for some time during which the packet will never arrive. Hence, it is necessary to derive the correct Delaymin and expose it to the CNC.

Hold-and-forward buffer:
Enforcing the QoS for the flow can be done with a “hold-and-forward” or de-jittering function that is applied as an implementation option at the output (e.g. either UE or UPF side) or if the system inherently meets the ingress or egress windows by means of its E2E QoS framework.


6.16.3	Impacts on Existing Nodes and Functionality
[bookmark: _Toc326248712][bookmark: _Toc512502578][bookmark: _Toc512502625]The solution has the following impact on existing nodes:
PCF: 
1. Support new QoS resource type for deterministic traffic and a new Standardized 5QI for TSN traffic
2. Support determination of Uu Gate Schedules as part of QoS parameters.
3. Support AF and NEF requests for TSN QoS, including Gate Schedules
NEF:
1. Support requests for TSN QoS from AF
2. Expose delay information needed for computation of 5GS Bridge delays
RAN
1. Support deterministic scheduling according to received Uu Gate Schedules.   This is similar to semi-persistent scheduling at a specified clock start time.
UE:
1. Support new QoS and new Standardized 5QI for TSN traffic

6.16.4	Solution Evaluation
This solution reduces latency and jitter in the 5GS for deterministic traffic by enabling gate-scheduled transmissions on Uu.  The functionality is similar to that in a bridged TSN network that adheres to 802.1Qcc, 802.1Qbv and related protocols.   The solution allows 5G QoS to provide on Uu, similar capabilties to a TSN bridge.  Latency and jitter are lowered because RAN resources can be pre-allocated for the precise time at which transmission is needed, avoiding contention with other high priority streams. 
*** End of changes ***
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